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Abstract

We extend the Zariski topology onsimpA, the set of all simple finite di-
mensional representations ofA, to a non-commutative topology (in the sense
of Fred Van Oystaeyen) onrep A, the set of all finite dimensional represen-
tations ofA, using Jordan-Hölder filtrations. The non-commutativityof the
topology is enforced by the order of the composition factors.

All algebras will be affine associativek-algebras with unit over an algebraically
closed fieldk. Thenon-commutative affine ’scheme’associated to an algebraA is,
as a set, the disjoint union

rep A =
⊔

n

repn A

whererepn A is the (commutative) affine scheme ofn-dimensional representa-
tions ofA. In this note we will equiprep A with a non-commutative topology in
the sense of Fred Van Oystaeyen [5,§7.2] (or, more precisely, a slight generaliza-
tion of it).

Here is the main idea. The twosided prime ideal spectrumspec A is an (ordi-
nary) topological space via the Zariski topology, see for example [4] or [1,§II.6].
Hence, the subsetsimp A of all simple finite dimensionalA-representations can
be equipped with the induced topology. This topology can then be extended to
a non-commutative topology onrep A using Jordan-Hölder filtrations. The non-
commutative nature of the topology is enforced by the order of the composition
factors.

We give a few examples, connect this notion with that of Reineke’s composi-
tion monoid and remark on the difference between quotient varieties and moduli
spaces from the perspective of non-commutative topology. Finally, we note that
this construction can be generalized verbatim to any Artinian Abelian category as
soon as we have a topology on the set of simple objects.
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1 The Zariski topology onsimp A.

Recall that a prime idealP of A is a twosided ideal satisfying the property that if
I.J ⊂ P thenI ⊂ P or J ⊂ P for any pair of twosided idealsI, J of A. The
prime spectrumspec A is the set of all twosided prime ideals ofA. TheZariski
topologyonspec A has as its closed subsets

V(S) = {P ∈ spec A | S ⊂ P}

whereS varies over all subsets ofA, see for example [1, Prop. II.6.2]. Note that an
algebra morphismφ : A - B doesnot necessarily induce a continuous map
φ∗ : spec B - spec A but is does so in the caseφ is acentral extensionin
the sense of [1,§II.6].

If M ∈ repn A is a simplen-dimensional representation, there is a defining
epimorphismψM : A -- Mn(k) and the kernel of this morphismker ψM is a
twosided maximal (hence prime) ideal ofA. We define the Zariski topology on the
set of all simple finite dimensional representationssimp A by taking as its closed
subsets

V(S) = {M ∈ simp A | S ⊂ ker ψM}

Again, one should be careful that whereas an algebra mapφ : A - B induces
a mapφ∗ : rep B - rep A it doesnot in general mapsimp B to simp A

(unlessφ is a central extension).
With LA we will denote the set of all open subsets ofsimp A. LA will be the

set ofletterson which to base our non-commutative topology.

2 Non-commutative topologies (and generalizations).

In [5, Chp. 7] Fred Van Oystaeyen definednon-commutative topologieswhich
are generalizations of usual topologies in which it is no longer true thatA ∩ A

is equal toA for an open setA. In order to keep dichotomies of possible defini-
tions to a minimum he imposed left-right symmetric conditions on the definition.
However, for applications to representation theory it seems that the most natural
non-commutative topologies are truly one-sided. For this reason we take some
time to generalize some definitions and results of [5, Chp. 7].

We fix a partially ordered set(Λ,≤) with a unique minimal element0 and a
unique maximal element1, equipped with two operations∧ and∨. With iΛ we
will denote the set of allidempotent elementsof Λ, that is, thosex ∈ Λ such
that x ∧ x = x. A finite global coveris a finite subset{λ1, . . . , λn} such that
1 = λ1∨ . . .∨λn. In the table below we have listed the conditions for a (one-sided)
non-commutative topology. Note that some requirements areless essential than
others. For example, the covering condition (A10) is only needed if we want to fit
non-commutative topologies in the framework of non-commutative Grothendieck
topologies [5] and the weak modularity condition (A9) is notrequired if every basic
open is∨-idempotent (as is the case in most examples).
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Definition 1 Let (Λ,≤) be a partially ordered set with minimal and maximal ele-
ment0 and1 and operations∧ and∨. Then,

Λ is said to be aleft non-commutative topologyif and only if the left and middle
column conditions of (A1)-(A10) are valid for allx, y, z ∈ Λ, all a, b ∈ iΛ with
a ≤ b and all finite global covers{λ1, . . . , λn}.
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Λ is said to be aright non-commutative topologyif and only if the middle and
right column conditions of (A1)-(A10) are valid for allx, y, z ∈ Λ, all a, b ∈ iΛ
with a ≤ b and all finite global covers{λ1, . . . , λn}.

Λ is said to be anon-commutative topologyif and only if the conditions (A1)-
(A10) are valid for allx, y, z ∈ Λ, all a, b ∈ iΛ with a ≤ b and all finite global
covers{λ1, . . . , λn}.

There are at least two ways of building a genuine non-commutative topology
out of these sets of basic opens. We briefly sketch the procedures here and refer
to the forthcoming monograph [6] for details in the symmetric case (the one-sided
versions present no real problems).

Let T (Λ) be the set of all finite(∧,∨)-words in thecontractible idempotent
elementsiΛ (that is,λ ∈ iΛ such that for allλ1, λ2 with λ ≤ λ1 ∨ λ2 we have that
λ = (λ∧λ1)∨(λ∧λ2)). If Λ is a (left,right) non-commutative topology, then so is
T (Λ). The∨-complete topology of virtual opensT ′(Λ) is then the set of all(∧,∨)-
words in the contractible idempotents of finite length in∧ (but not necessarily of
finite length in∨). This non-commutative topology has properties very similar to
that of an ordinary topology and, in fact, has associated to it acommutative shadow.

The second construction, leading to thepattern topology, starts with the equiv-
alence classes ofdirected systemsS ⊂ Λ (that is, if for allx, y ∈ S there is az ∈ S

such thatz ≤ x andz ≤ y) and where the equivalence relationS ∼ S′ is defined
by

{

∀a ∈ S,∃a′ ∈ S, a′ ≤ a andb ≤ a′ ≤ b′ for someb, b′ ∈ S′

∀b ∈ S′,∃b′ ∈ S′, b′ ≤ b anda ≤ b′ ≤ a′ for somea, a′ ∈ S

One can extend the∧,∨ operations onΛ to the equivalence classesC(Λ) =
{[S] | S directed} in the obvious way such that alsoC(Λ) is a (left,right) non-
commutative topology. A directed setS ⊂ Λ is said to beidempotentif for all
a ∈ S, there is ana′ ∈ S∩ iΛ such thata′ ≤ a. If S is idempotent then[S] ∈ iC(Λ)

and those idempotents will be calledstrong idempotents. The pattern topology
Π(Λ) is the (left,right) non-commutative topology of finite(∧,∨)-words in the
strong idempotents ofC(Λ). A directed system[S] is called apoint iff [S] ≤ ∨[Sα]
implies that[S] ≤ [Sα] for someα.

3 The basic opens.

For ann-dimensional representationM of A we call a finite filtration of lengthu

Fu : 0 = M0 ⊂M1 ⊂ . . . ⊂Mu = M

of A-representations aJordan-Ḧolder filtration if the successive quotients

Fi =
Mi

Mi−1
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are simpleA-representations. Recall thatLA is the set of all open subsetsV of
simp A. With WA we denote the non-commutative words in these letters

WA = {V1 . . . Vk | Vi ∈ LA, k ∈ N}

For a given wordw = V1V2 . . . Vk ∈ WA we define theleft basic open set

Ol
w = {M ∈ rep A | ∃Fu Jordan-Hölder filtration onM such thatFi ∈ Vi}

and theright basic open set

Or
w = {M ∈ rep A | ∃Fu Jordan-Hölder filtration onM such thatFu−i ∈ Vk−i}

Finally, to make these definitions symmetric we define thebasic open set

Ow = {M ∈ rep A | ∃Fu Jordan-Hölder filtration onM such thatFij ∈ Vj

for some1 ≤ i1 < i2 < . . . < ik ≤ u }

Clearly,Ol
w consists of those representations having prescribed bottom structure,

whereasOr
w consists of those with prescribed top structure. In order toavoid three

sets of definitions we will denote from now onO•
w whenever we mean• ∈ {l, r, ∅}.

If w = L1 . . . Lk andw′ = M1 . . .Ml, we will denote withw∪w′ themulti-set
{N1, . . . , Nm} where eachNi is one ofLj ,Mj andNi occurs inw ∪ w′ as many
times as its maximum number of factors inw orw′. With rep(w ∪ w′) we denote
the subset ofrepA consisting of the representations ofM having a Jordan-Hölder
filtration having factor-multi-set containingw ∪ w′. For any triple of wordsw,w′

andw” we denoteO•
w”(w ∪ w′) = O•

w” ∩ rep(w ∪ w′).
We define an equivalence relation on the basic open sets by

O•
w ≈ O•

w′ ⇔ O•
w(w ∪ w′) = O•

w′(w ∪ w′)

The reason for this definition is that the condition ofM ∈ O•
w is void if M does

not have enough Jordan-Hölder components to get all factors ofw which makes it
impossible to define equality of basic open sets defined by different words.

We can now define the partially ordered setsΛ•
A as consisting of all basic open

subsetsO•
w of rep A. The partial ordering≤ is induced by set-theoretic inclusion

modulo equivalence, that is,

O•
w ≤ O•

w′ ⇔ O•
w(w ∪ w′) ⊆ O•

w′(w ∪ w′)

As a consequence, equality= in the setΛ•
A coincides with equivalence≈. Ob-

serve that these partially ordered sets have a unique minimal and a unique maximal
element (upto equivalence)

0 = ∅ = O•
∅ and 1 = rep A = O•

simp A

The operations∨ and∧ are defined as follows :∨ is induced by ordinary set-
theoretic union and∧ is induced by concatenation of words, that is

O•
w ∧ O•

w′ ≈ O•
ww′
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Theorem 1 With notations as before :

• (Λl
A,≤,≈, 0, 1,∨,∧) is a left non-commutative topology onrep A.

• (Λr
A,≤,≈, 0, 1,∨,∧) is a right non-commutative topology onrep A.

Proof. The tedious verification is left to the reader. Here, we only stress the
importance of the equivalence relation for example in verifying x ∧ 1 = x. So, let
w = L1 . . . Lk then

Ol
w ∧ 1 = Ol

L1...LksimpA ⊂ Ol
w

and this inclusion is proper (look at elements inOl
w having exactlyk composition

factors). However, as soon as the representation hask + 1 composition factors, it
is contained in the left hand side whenceOl

w ∧ 1 ≈ Ol
w. A similar argument is

needed in the covering condition. �

Note however that(ΛA,≤,≈, 0, 1,∨,∧) is not necessarily a non-commutative
topology : the problematic conditions areOw∧1 = Ow = 1∧Ow and the covering
condition. The reason is that forw = L1 . . . Lk as before andM ∈ Ow having
> k factors, it may happen that the last factor is the one inLk leaving no room for
a successive factor insimp A (whenceOw ∩ 1 is not equivalent toOw).

Example 1 Let A be a finite dimensional algebra, thenA has a finite number of
simple representationssimp A = {S1, . . . , Sn} and the Zariski topology is the
discrete topology. If for some1 ≤ i, j ≤ n we have that

Ext1A(Si, Sj) = 0 and Ext1A(Sj , Si) 6= 0

thenΛl
A is a genuinely non-commutative topology, for example

Ol
Si

∧ Ol
Sj

= Ol
SiSj

6= Ol
SjSi

= Ol
Sj

∧Ol
Si

as a non-trivial extension0 - Si
- X - Sj

- 0 belongs to
Ol

SiSj
(SiSj ∪ SjSi) but not toOl

SjSi
(SiSj ∪ SjSi).

4 Reineke’s mon(str)oid.

WhenA is the path algebra of a quiver without oriented cycles we cangeneral-
ize the foregoing example and connect the previous definitions to thecomposition
monoidintroduced and studied by Markus Reineke in [2].

Let Q be a quiver without oriented cycles, then its path algebraA = kQ is
finite dimensional hereditary with all simple representations one-dimensional and
in one-to-one correspondence with the vertices ofQ. For every dimensionn we
have that

repn A =
⊔

|α|=n

GLn ×GL(α)
repα Q

6



whereα runs over all dimension vectors of total dimensionn and whererepα Q

is the affine space of allα-dimensional representations of the quiverQ with base-
change group action byGL(α).

The Reineke monstroidM(Q) has as its elements the set of all irreducible
closedGL(α)-stable subvarieties ofrepα Q for all dimension vectorsα, equipped
with a product

A ∗ B = {X ∈ repα+β Q | there is an exact sequence

0 - M - X - N - 0 M ∈ A, N ∈ B }

if A (resp.B) is an element ofM(Q) contained inrepα Q (resp. inrepβ Q). It is
proved in [2, lemma 2.2] thatA ∗ B is again an element ofM(Q). This defines a
monoid structure onM(Q) which is too unwieldy to study directly. Observe that
we changed the order of the terms wrt. the definition given in [2]. That is, we will
work with theoppositemonoid of [2].

On the other hand, theReineke composition monoidis very tractable. It is the
submonoidC(Q) of M(Q) generated by the vertex-representation spacesRi =
repδi

Q. These generators satisfy specific commutation relations which can be
read off from the quiver structure, see [2,§5]. For example, if there are no arrows
betweenvi andvj then

Ri ∗Rj = Rj ∗Ri

and if there are no arrows fromvi to vj butn arrows fromvj to vi, then
{

R
∗(n+1)
i ∗Rj = R∗n

i ∗Rj ∗Ri

Ri ∗R
∗(n+1)
j = Rj ∗Ri ∗R

∗n
j

For more details on the structure ofC(Q) we refer to [2,§5].
There is a relation betweenC(Q) and the left- and right- non-commutative

topologiesΛl
A andΛr

A. Because the Zariski topology onsimp A is the discrete
topology on the set{S1, . . . , Sk} of vertex simples, it is important to understand
Or

w wherew is a word in theSi, sayw = Si1Si2 . . . Siu . In fact, we could have
based our definition of a one-sided non-commutative topology on the setLA of
irreducible open subsets ofsimp A and then these basic opens would be all. If
C is aGL(α)-stable subset ofrepα Q with |α| = n, we will denote the subset
GLn ×GL(α) C of repn A by C̃.

Proposition 1

Ol
w =

⋃

w′

Ãw′ resp. Or
w =

⋃

w′

Ãw′

whereAw′ is a ∗-word in the generatorsRi of the composition monoid such that
w′ can be rewritten (using the relations inC(Q)) in the form

w′ = Ri1 ∗Ri2 ∗ . . . ∗Riu ∗ w” resp. w′ = w” ∗Ri1 ∗Ri2 ∗ . . . ∗Riu

for another∗-wordw”.
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Also, the equivalence relation introduced before can be expressed in terms
of C(Q). If w = Si1Si2 . . . Siu andw′ = Sj1Sj2 . . . Sjv such thatw ∪ w′ =
{Sk1

, . . . , Skw
}, then

Proposition 2 Ol
w ≈ Ol

w′ if and only if every∗-word v = Ra1
∗ . . . ∗ Raz con-

taining in it distinct factorsRk1
, . . . , Rkw

which can be brought inC(Q) in the
form

v = Ri1 ∗ . . . ∗Riu ∗ v′

can also be written in the form

v = Rj1 ∗ . . . ∗Rjv ∗ v”

(and conversely). A similar result describesOr
w ≈ Or

w′ .

In particular, in this setting there will be hardly anyidempotentbasic opens
(that is, satisfyingOr

w ∧ Or
w ≈ Or

w). Clearly, if {Se1
, . . . , Sea} are simples such

that the quiver restricted to{ve1
, . . . , vea} has no arrows, then any wordw in the

Sej
gives an idempotentOr

w. In the following section we will give an example
whereeverybasic open is idempotent and hence we get a commutative topology.

5 The commutative case.

If A is a commutative affinek-algebra, then any simple representation is one-
dimensional,simp A = XA the affine (commutative) variety corresponding to
A and the Zariski topologies on both sets coincide. Still, onecan define the non-
commutative topologies onrep A. However,

Proposition 3 If A is a commutative affinek-algebra, then bothΛl
A andΛr

A are
commutative topologies. That is, for all wordsw andw′ in LA we have

Ol
w ∧Ol

w′ ≈ Ol
w′ ∧Ol

w and Or
w ∧ Or

w′ ≈ Or
w′ ∧ Or

w

Proof. We claim that every basic openOl
w is idempotent. Observe that all simple

A-representations are one-dimensional and that there are only self-extensions of
those, that is, ifS andT are non-isomorphic simples, thenExt1A(S, T ) = 0 =
Ext1A(T, S). However, there are self-extensions with the dimension ofExt1A(S, S)
being equal to the dimension of the tangent space atXA in the point corresponding
to S. As a consequence we have for any Zariski open subsetsU andV of XA that

Ol
UV = Ol

V U

as we can change the order of the filtration factors (a representationM is the direct
sum of submodulesM1⊕ . . .⊕Ms with eachMi concentrated in a single simpleSi

and we can add the successiveSi factors ofM at any wanted place in the filtration
sequence). Hence, for every wordw we have that

Ol
w ≈ Ol

w ∧ Ol
w
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and also for any pair of wordsw andw′ we have that

Ol
w ∧Ol

w′ = Ol
ww′ = Ol

w′w = Ol
w′ ∧ Ol

w

Observe that in [5] it is proved that a non-commutative topology in which every
basic open is idempotent is commutative. We cannot use this here as the proof of
that result uses both the left- and right- conditions. However, we are dealing here
with a very simple example. �

6 Quotient varieties versus moduli spaces.

Having defined a one-sided non-commutative topology onrepA we can ask about
the induced topology on the quotient varietyiss A of all isomorphism classes of
semi-simpleA-representations or on the moduli spacemoduliθ A with respect to a
certain stability structureθ, cfr. [3]. Experience tells us that it is a lot easier to work
with quotient varieties than with moduli spaces and non-commutative topology
may give a partial explanation for this.

Indeed, as the points ofiss A are semi-simple representations, it is clear that
the induced non-commutative topology onissA is in fact commutative. However,
as the points ofmoduliθ A correspond to isomorphism classes of direct sums of
stable representations (not simples!), the induced non-commutative topology on
moduliθ A will in general remain non-commutative. Still, in nice examples, such
as representations of quivers, one can define another non-commutative topology on
moduliθ A which does become commutative. Use universal localizationto cover
moduliθ A by opens isomorphic toiss AΣ for some familiesΣ of maps between
projectives and equipmoduliθ A with a non-commutative topology (which then
will be commutative!) obtained by gluing the induced non-commutative topologies
on therep AΣ.

7 Generalizations.

It should be evident that our construction can be carried outverbatim in the set-
ting of any Artinian Abelian category (that is, an Abelian category having Jordan-
Hölder sequences) as soon as we have a natural topology on the set of simple
objects. In fact, the same procedure can be applied when we have a left (or right)
non-commutative topology on the simples.

In fact, the construction may even be useful in Abelian categories in which
every object is filtered by special objects on which we can define a (one-sided)
(non-commutative) topology.
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